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Scientific context



Scientific issues

* Network protocols

* End-to-end security

e Efficient resources usage
* Data processing
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Wireless Sensor Networks




Internet of Things

THE INTERNET OF EVERYTHING /'S HERE.

As the Internet evolves, so will we.
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S 7 billiorn newvw things will be conmnected by Z20220.




Datacenter & Cloud evolutions
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Convergence
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Research Cycle

* |[dea

* Model
 Simulation

* Experimentation
* Deployment

Association for
Computing Machinery




How to experiment 7

* SILECS

* Super Infrastructure for Large-Scale Experimental Computer Science
* Meta testbed for reproducible experimental research

* Merge of different testbeds
e Grid’5000
* FIT (loT-LAB, CortexLab, ...)

* French Label : Infrastructure de Recherche nationale
* |RSILECS (2018)

A common roadmap
* Unified portail
e Unified monitoring
* Improve uses cases



From Sensors to the Cloud

* Complementary testbeds
* |oT-LAB
e Grid’5000

* Many use cases :
» Edge/Fog Computing : Data generated in loT-LAB and processed in G5K
* Energy consumption of loT deployments, from sensors to datacenters

 LoRaWAN infrastructure: loT-LAB for LoORaWAN nodes & gateway, G5K for
LoRaWAN server



loT-LAB

SILECS Testbeds Overview

IOT- LAB
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Experimentation rol-r.TLAB
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loT-LAB ~ O0T-LAB

* The Very Large Scale loT Testbed
1500 loT nodes
e 7 sites located in France

Lille

@
.Paris

o k.
Saclay " @ Strasbourg
£o3e
= Fans
Nantes ¢
Lyon

Grenoble
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loT-LAB

* Fully automated
* Available 24/7
* Reproductible experimentations
e Multi-sites
* Free Access for everyone
* Academic (researchers, students)

* Industrials

\-
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IOT-LAB
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Strasbourg site
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I0T-LAB Nodes B orLAB

* 3 logical components :
 Open Node : programmable loT Node
* Gateway : uplink to the infrastructure, deploy user firmware
e Control Node : monitoring (energy, radio)

Open Control
Node __Gateway __  Node

IoT Lab s
OPEN NODE N3 ~
1.0 —3 !

Variscite LTDY P
VAR-50M-AM3S v1.5.1% 8

(T

1,008
l SUITCH
PORT2

TREIRLT “ :



|l0T-LAB Nodes (legacy) @fo'-r.TLAB

Sensors

M3 Cortex M3 * Light  AT86RF231 (2.4GHz)
(817) (32bits), * Accelerometer

72 MHz, * Pression

256 kB ROM,

64 kB RAM
A8 Cortex A8 (32 * Light « AT86RF231 (2.4GHz)
(470) bits), * Accelerometer <+ Ethernet

600 Mhz, * Pression

256 MB RAM




loT-LAB Nodes (custom)

* Open Nodes from the market

* Arduino-zero, Zolertia, ST, nRF,
micro:bit, Pycom, etc.

* https://www.iot-
lab.info/docs/boards/overview/

* Requirements : USB interface + Linux
toolchain
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https://www.iot-lab.info/docs/boards/overview/
https://www.iot-lab.info/docs/boards/overview/

Embedded OS ST .5
FreeRTOS X X
Contiki X X
Riot X X
OpenWSN X X
Zephyr X
Linux Yocto

e Test your own OS on our nodes !
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Features ~ 10T-LAB

* Large scale user firmware deployment

* Automatic performances monitoring
* Energy, radio level, radio capture, RTL-SDR

* Serial port and debug port access

» User workspace for development
* Viaremote server trough SSH
* Via local virtual machine

e Public IPv6 networks
 LoRaWAN Infrastructure



Tools @rOIT-TI.AB

* Web Portal: quick hands-on for beginners

 CLI-tools + Run Script: batch your experiment
e experiment, node, profile

* Serial_aggregator: gather nodes serial output
 OML Plot Tools: graph monitoring results

* Remote debugger: gdb Open Node
 Sniffer_aggregator: gather radio capture

* Radio characterization: understand radio topology
* MQTT & Leshan broker: forward data to Internet



. N
Global Overview fol-r.TLAB

Webportal, CLI-tools,

HTTP requests, Websockets

.
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REST AP| ~ 10T-LAB

e Authenticated access

* Experimentation
* Submit, reload, stop or cancel, resources descriptions, etc.

* Monitoring profile
* Get, create, modify, delete

* User preferences
* Modify user, SSH keys, password, etc.
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SF | T
Learn BiorLas

* Quickly hands-on 1oT-LAB, Jupyter Notebook & Tutorials
e https://www.iot-lab.info/learn/

e MOOC : IoT with MCU: a hands-on course
e https://www.fun-mooc.fr/courses/course-v1:inria+41020+session01/about
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Community rol-r.TLAB

e Official Site http://www.iot-lab.info
* Github https://github.com/iot-lab/
* Mailing list users@iot-lab.info

* Register https://www.iot-lab.info/testbed/signup
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* Grld ’5000

***

Grid’5000

SILECS Testbeds Overview



Grid’5000 overview

* A scientific instrument, targeting distributed computing research
community (in a broad sense)

= Cloud, HPC, Network, Datacenters, Al...
* Design goals:
 Atestbed for experimental research (even at a large scale)

* Provide reconfigurable and observable environment

e Targets high-quality and reproducible environment

e Exists for 15 years: 600+ active users each year, 100-150
scientific publications, 50M+ cores.hours used



Contributors

lrzia~

INVENTEURS DU MONDE NUMERIQUE

(1~ Biorer, || R

unlversne

£ il

INSTITUT :
Mines-Télécom UNIVERSITE DU

LUXEMBOURG

e Supported by main French
research institutions

* Scientific committees that drive
evolutions

e Technical team that runs the
platform (~10 people)
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Infrastructure

* Alarge-scale infrastructure

* 8sites, 39 clusters, 800 nodes,
 +16000 CPU cores and +300 GPU
* Dedicated 10-Gbps backbone network

== 10G dedicated lambda

* Wide variety of hardware

» Several generation of Intel & AMD
CPUs

e ARM®64 and Power8 also available

* GPUs: Nvidia (from Geforce to A100)
but also AMD

* Infiniband and Omnipath networks,
High speed Ethernet, Persistent
Memory, SSD/NVMe...
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Discovering resources

https://api.grid5000.fr/stable/sites/lyon/
clusters/nova/nodes/nova-17pretty

* nodes, grouped in clusters,

; distributed over Grid’5000 sites
v s i B *  nova-5.lyon.grid5000.fr
"nb_procs”: 2, .
"nb_threads”: 32,  Check Hardware page on website
"platform_type”: "x86-64"
b * Orreference API for complete
ios" : . ..
" configuration™: | nodes description
Teetate. clE" ¢ frus..
"cstate-.enabled” : true,
"ht.enabled” : true,
"turboboost_enabled”: true
”;elease_date”: "09/08/2016" ,
“wendor : " DRDERLInE. ",
“wversion: " 2:2:5"
" chassis” : {
“"manufacturer™ @ "Dellolne:™
"name” : " PowerEdge_R430" ,
(o)
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https://www.grid5000.fr/w/Hardware

Reserving resources “

o« OAR Resource Management System

o used to submit “job” experiment / reserving resource in advance
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o Usage policy

o No more than 2 hours of a full cluster during the day (or half of the cluster for
4 hours, etc.). No restriction during night and weekend. Exemption possible if
motivated.

o Promotes interactive usage (experiment design) during days, experiments runs
at night
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Experiment tools

Software Installation & Low level system configuration

* sudo-g5k to become root on the default OS environment
* Kadeploy to deploy your own OS
* Network related:
* Kavlan to isolate nodes in your own LAN
* Emulated network over Grid’5000

* |Pv6
* Reservation of individual disks inside nodes (and several other storage solutions)
* Tools to spawn VM/containers

e HPC-friendly environment



Running experiment, monitoring

* It’s up to the user to design its experiments

Usually, first trials needs connecting to resources interactively using SSH

* Then, use scripts (from bash scripts to high level programming)

= more on that later

* Monitoring and getting results :
No single answer
We provide Kwollect monitoring framework :

* focused on “environmental” metrics (i.e. not available from inside the nodes :
power consumption, temperature, network devices, etc.)

also prometheus-based metrics on nodes (even custom ones defined by users)

Metrics values are available using an APl and can be visualized on a dashboard



Running experiment, monitoring

| rid5000. fr/stabl \
021-09-23T15: 17 :45+02 6 , "dev "taurus-3", "= re_powe v ,‘: 4 4 els":{ g "wattmetred-port2"]}},
"2021-09-23T15:17:45.14 G id":"taurus-3","m
23T15:17:45.14901+02: 00", id":"taurus-3","m
23T15:17:46+02:00" , "dey d":"taurus-3","metri :"wattmetre power
23T15:17:47+02:00", "dev :"taurus-3", "metri :"wattmetre powc* 3 { )
-23T15:1 2 02:00", id": "taurus-3"," 1d":" ifacein by tal", U g 1 a ( - : "ethe", " de g": ["forcel0-port-3"]]
23T15: 32+02:00", 1d": "taurus-3"," id": ifaceout packets_to u : "etho", g": ["forc t-
23T15: 27532+02: id us id ifaceout_bytes total L "labels": e G ["forcel0-
23T15: 02: id C ifacein packets 1 e
23T15: D ; id C ifacein packets
23T15: v ,d id":"taurus-3","metric id": ifacein packets_d
-23T15: . z e id": "taurus- "‘.‘ tric id": LTam 1t_packe
23T15: : 2+02 ,"dey id": u j“:
23T15:17:48+02:00", "devi :"taurus- i
021-09-23T15:17:49+02:00", "devi id":"taurus-3", "metri .\'attnetrs r
"2021-09-23T15:17:50+02:00", "device id":"taurus-3", ic_id":"wat mutrv— power_w
"2021-09-23T15:17: l 8934+02:00", : u :"bmc_node p‘
"2021-09-23T15:17:50.148934+02:
-23T15:1 -.283@66+@2: M :
0.283066+02: i I - prom node ¢ 815.83,"1
0.283066+02:00", "dev ik us :“prom node e":1.01," "labels"
0.283066+02 .00 d us prom_r 3
2 2 .283066+02 2 1d C :"prom u H '
" "2021-09-23T15:17:50.283066+02: ; 2 etric_id":"prom I seconds total”, +f"cpu®:-"19%,
":"2021-09-23T15:17:50.283066+02: . s "tauru ,"metric :"prom_node_cpu_seconds_total" ,"labe u:"19"
"2021-09-23T15:17:50.283066+02: ,"dey d": us-3","metric :"prom_node_c onds total"
021-09-23T15:17:50.283066+02: 2 d urus-3 d":"prom onds total"
"2021-09-23T15:17:50.283066+02:00", 5 taurus-B“ tr :"prom_no econds total" 6
021-09-23T15:17:50.283066+02:00", "dev d":"tauru et :"prom conds_total"," :0. "‘:(“cpu
"2021-09-23T15:17:560.283066+02: d s us-3", :"prom_r pu onds_total" :
2021-09-23T715:17:50.283066+02: de d :"prom u onds total"
"2021-09-23T15:17:50.283066+02: d d":"taurus t d":"prom_nod onds_total",
"2021-09-23T15:17:50.283066+02: d us :"prom e_cpu onds_total"
"2021-09-23T15:17:50.283066+02: % us :"prom_nod onds_total"
021-09-23T15:17:50.283066+02 : 00 uru d":"prom conds_tota
21-09-23T15:17:50.283066+02: 5 urus prom onds_tota
{"timestamp":"2021-09-23T15:17:50.283066+02:00", d":"taurus-3" C :"prom_no seconds_total", =25 (
t"*m»sta*ﬂp "2021-09-23T15:17:50.283066+02; - d":"taurus-3 :"prom_r u onds total" A abe ("¢ e b d
2021-09-23T15:17:50.283066+02: - Vi d":"taurus-3" :"prom_node U d be 4l : "20", "mode":
"2021-09-23T15:17:50.283066+02: d 5-3" t d":"prom_r d 1 "20", "mode
021-09-23T15:17:50.283066+02:00", d taurus-3 :"prom_node_cpu onds total" 1, "labe 1 "20", "mode
"2021-09-23T15:17:50.283066+02 : ,"devic :"taurus-3","me . :"prom_node_c onds total","\ e ,"labe ot - "mode":
021-09-23T15:1 283066+02:00", d":"taurus-3", d":"prom conds_total" e":1.24, "labe u": "20", "mode":
"2021-09-23T15:17:50.283066+02:00", :"taurus-3 :"prom_no onds_total" e":0. 3 {"cpu": "20", "mode":
"2021-09-23T15:17:50.283066+02: d":"taurus-3"," :"prom Jnrls total", i
"2021-09-23T15:17:50. 283066+02: d d":"taurus-3 :"prom_n u s_total" a":0. cp “21"
2021-09-23T15:17:50.283066+02: \ d":"taurus-3", :"prom_node_cpu ‘c\_omb total", "\ < el L
"2021-09-23T15:17:50.283066+02: taurus-3" t rom no U onds total" abels":{ "21", "mode":




Running experiment, monitoring

2

@s Kwollect Metrics -

Metric name

bmc_node_power_watt

ric value

Metl

2 0 12:14:30 12:15 12:16:00 12:16:30 12:17.00 12.17:30

== coing ()

prom_node_filesystem_free_bytes

bme_node_power_watt + bmc_temp_ambiant_celsius + prom_node_filesystem_free_bytes + prom_node_load5 ~

Tic value

Mets

12:18:.00 12:13:30

= coing ()

bmc_temp_ambiant_celsius

12:14:.00 12:14:30 12:16:30 12:17.00 12:17:30 12:18;

prom_node_load5

12:13:30 12:14:00 12:14:30 12:15:00 12:15:30 12:16:00 12:16:30 12:17:00 12:17:30

e" "extd”, "mountpoint": */local")

xt4", "mountpoint”; */.aufs")

on.fr:/tank/home/nagios-check’, "fstype”: "nfs4’, 'mountpoint”: */home/nagios-check’)

on.fr:/tank/home/viefevre', "fstype": "nfs4”, ‘mountpoint”: */home,

12:18:00 PREE]

== crunch?

= panals
francine ()

grano ()

kiwi ()
== fraise () == olgnon () == estima() == tomate ()
cardon () ratt

courgette ()

12:14:00 12:14:30 12:15:00 12:15:30 12:16:00 12:16:30 12:17:00 12:17:30 12:18:00

== nvrunch () == brunch () roseval () rubato () bernadette () bonnotte () marfona ()

paul () soja () phrunch1 () muscat ( citron () == gonflett == nena () == amandine (

orange () == krakatoa () == tara () crunch1 () celeri ()

== ripaille () == srunch() ==rrunch() == akenaton () laitue () jon () == courge ()

bintje () fontenay () ambo () sultan () cassl blondy () patate () == grunch ()




Experiment automation

. ’ . . . ,
° E Grid’5000 tool bem lated Grid’5000 REST API
very Qri OO0IS Can pbe manipuiated usin ri
The Metrics API allows to retrieve The Jobs API allows you to submit jobs on
environmental and performance metrics a Grid'5000 site. It tries to closely
from nodes (like power consumption, mirror the functionalities offered by the
cpu, network usage, ..). Custom metrics OAR tool that is available on the
can also be defined. Grid'seee frontend machines.
The Status API provides the status of . . .
Grid'5000 resources (like nodes, disks, See httDS//aDI(]I’Id5000ff/d00/30/
vlans or subnets) and the current and
upcoming reservations on those resources. Metrics API Jobs API
The Deployments API allows
you to deploy a specific
environment on Grid'5000
R , Deployments nodes. It attempts to closely
Status API Grid'5000 API API mirror the functionalities
offered by the Kadeploy3 tool
that is available on the
Grid'se800 frontend machines.
Reference API Users API
The Reference API provides the reference The users API offers functionalities
data of Grid'5008. It returns information to manage Grid'5000 user accounts.
such as the list of sites, clusters, It is mainly useful to Grid'5000 staff.
nodes, ..
[ ]

Base layer of several libraries and tools for experiment scripting and automation
(contributed by Grid’5000 users)

* enoslib, execo, python-grid5000, ruby-cute...

Meet different needs: low vs high level, only focused on Grid’5000 or
generalist tool for experiments, etc. 38
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About Reproducible
Experiments



Reproducible environment?

* |oT-Lab & Grid’5000 testbeds intended for experiment
reproducibility
* Re-use same nodes/firmware/0S/software across experiments

* Both testbeds offer a trusted environment:
 We want results obtained by users to be reliable

e Correct functioning of the infrastructure is carefully checked:

* nodes continuously verified for HW error, Cl to catch regressions on services offered
to users

e Evolutions in infrastructure are documented:

 changes on hardware (Reference API’s) and software (Environment Recipes) are
tracked on Git repositories



Reproducible environment?

But some outside perturbation cannot be controlled!

Electromagnetic environment in l1oT-LAB (e.g. Wi-Fi usage in the campus)

Even in Grid’5000: datacenter temperature may cause CPU throttling, network utilization by
others experiments on shared switches / backbone network, etc.

Packet loss
During workhours

10/2416:00  10/250000 10/2508:00 10/2516:00 10/2600:00 10/2608:00 10/2616:00 10/2700:00 10/2708:00 10/2716:00 10/2800:00 10/2807:00 10/2815:00
— Nodes

e Possible solutions:

Schedule experiments when perturbation are less likely (e.g. outside office hours for Wi-Fi
usage)

Reserve more resources than really needed (e.g. all nodes connected to a switch)

Safeguards on testbeds sides : anechoic chamber, more dedicated/reservable resources
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(Reproducible) experiment outline

1/ Discovering and selecting resources
2/ Reconfiguring resources according to experiment needs

3/ Designing the experiment, the monitoring and collection of results

4/ Automating the experiment workflow

* Both testbeds provide API for experimentation scripting

= essential to reproducibility

* w/ supportin enoslib



Conclusion



Conclusion (1/2)

e SILECS: still distinct testbeds today
e How to ease life of users who need resources from both testbeds ?

* We focused on network connectivity so far :

* |Pv6 on G5K w/ configurable firewall for direct connections with [oT-LAB
resources

* Under consideration: dedicated links between IoT-LAB & G5K existing in
the same city.

* In the future, fill the gap gradually:

* Many ideas: users account, monitoring framework, common APIs...

@

+ IOT-LAB



Conclusion (2/2)

* |oT-LAB & Grid’5000 : allow end to end experiment
* Designed with reproducibility in mind

 Alottolearn during this school!

+
©
| |

1T
IOT-LAB
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Questions ?
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